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Abstract. A compact set E ⊂ Rd is said to be arithmetically thick if there exists
a positive integer n so that the n-fold arithmetic sum of E has non-empty interior.
We prove the arithmetic thickness of E, if E is uniformly non-flat, in the sense that
there exists ε0 > 0 such that for x ∈ E and 0 < r ≤ diam(E), E ∩ B(x, r) never
stays ε0r-close to a hyperplane in Rd. Moreover, we prove the arithmetic thickness
for several classes of fractal sets, including self-similar sets, self-conformal sets in Rd

(with d ≥ 2) and self-affine sets in R2 that do not lie in a hyperplane, and certain
self-affine sets in Rd (with d ≥ 3) under specific assumptions.

1. Introduction

For E1, . . . , En ⊂ Rd, the arithmetic sum of Ei’s is defined as

E1 + · · ·+ En = {x1 + · · ·+ xn : xi ∈ Ei for 1 ≤ i ≤ n}.

For convenience, we also write
⊕n

i=1 Ei = E1 + · · · + En. A compact set E ⊂ Rd is

said to be arithmetically thick if there exists a positive integer n so that the n-fold

arithmetic sum ⊕nE of E has non-empty interior, where

⊕nE := {x1 + · · ·+ xn : xi ∈ E for 1 ≤ i ≤ n}.

As a generalized version of the Steinhaus theorem, the arithmetic sum of any two

measurable subsets of Rd with positive Lebesgue measure always contains non-empty

interior (see e.g. [17]). As a direct consequence, each compact subset of Rd with

positive Lebesgue measure is arithmetically thick. A natural question arises how to

check the arithmetic thickness for a given compact set with zero Lebesgue measure. It

looks quite unlikely that there exists a simple checkable criterion which works for all

compact sets in this question. In this paper, we aim to prove the arithmetic thickness

for some concrete sets that appear in geometric measure theory and fractal geometry.

In the literature there have been many works on or related to the above question

in the case d = 1 (see e.g. [1, 5, 6, 11, 13, 22, 23, 26, 31, 34, 35, 36]). One of the
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main concerns is whether the arithmetic sum of two or more Cantor sets contains an

interval or has large fractal dimensions. Here by a Cantor set we mean a compact

subset of R that is perfect and nowhere dense. In [23] Newhouse introduced a notion of

thickness for Cantor sets (which nowadays is called Newhouse thickness) and proved

that for any two Cantor sets A and B, the sum A + B has non-empty interior if

τN(A)τN(B) ≥ 1, where τN(·) denotes the Newhouse thickness (see also [26, p. 61]

for the definition). In [1, 6], it was proved that, among other things, a Cantor set

in R is arithmetically thick if it has ratios of dissection bounded away from zero. As

a direct consequence, every non-singleton self-similar set (and more generally, every

non-singleton self-conformal set satisfying the bounded distortion property) in R is

arithmetically thick, since it contains a Cantor subset which has ratios of dissection

bounded away from zero. The reader is referred to Section 2 for the relevant definitions

of self-similar and self-conformal sets.

So far as we know, there have been only a few results for the case d ≥ 2. In [24]

Nikodem and Páles proved a result on the arithmetic sums of homogeneous fractal

sets in Banach spaces which, applied to Euclidean spaces, yields that if E is the self-

similar set generated by a homogeneous iterated function system {ρx+ ai}`i=1 in Rd,

then there exists n so that ⊕nE = n conv(F ), where F := {ai/(1− ρ) : i = 1, . . . , `}
and conv(F ) stands for the convex hull of F . In particular, it implies the fact that E

is arithmetically thick provided that E is not contained in a hyperplane. Later this

fact was independently proved by Oberlin and Oberlin in [25]. Recently, Banakh,

Jab lońska and Jab loński [2] proved that, under mild assumptions, the arithmetic sum

of d many compact connected sets in Rd has non-empty interior. As a consequence,

every compact connected set in Rd not lying in a hyperplane is arithmetically thick.

As related works, in [32, 33] Simon and Taylor gave some sufficient conditions so

that the arithmetic sums of planar sets and curves have positive Lebesgue measure

or non-empty interior.

Before stating our main results, we first introduce the concept of thickness for

compact subsets of Rd. For x ∈ Rd and r > 0, let B(x, r) denote the closed ball

centred at x of radius r. For F ⊂ Rd, let diam(F ) and conv(F ) denote the diameter

and the convex hull of F , respectively.

Definition 1.1. Let E be a compact set in Rd. The thickness of E, denoted by τ(E),

is the largest number c ∈ [0, 1] such that for each x ∈ E and 0 < r ≤ diam(E), there

exists y = y(x, r) ∈ Rd satisfying conv(B(x, r) ∩ E) ⊃ B(y, cr).
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Returning back to the case when d = 1, our definition of thickness is different from

that of Newhouse thickness. Nevertheless, it is easily checked that for a Cantor set

A in R, τ(A) > 0 if and only if τN(A) > 0.

It is worth pointing out that our definition of thickness is closely related to the

notion of uniform non-flatness introduced by David in [8] (see also [3, 15]) and the

notion of hyperplane diffuseness introduced by Broderick et al. in [4]. Recall that

a set E ⊂ Rd is said to be uniformly non-flat if there exists ε0 > 0 such that for

x ∈ E and 0 < r ≤ diam(E), E ∩B(x, r) never stays ε0r-close to a hyperplane in Rd.

Meanwhile, a set E ⊂ Rd is said to be hyperplane diffuse if there exist ρ = ρE > 0

and c > 0 such that for any x ∈ E and 0 < r < ρ, E ∩ B(x, r) is not contained in

the cr-neighborhood of any hyperplane in Rd. It is easy to check that a compact set

E ⊂ Rd is uniformly non-flat (resp. hyperplane diffuse) if and only if it has positive

thickness.

Our first main result of this paper is the following.

Theorem 1.2. Let E1, . . . , En be compact sets in Rd such that τ(Ei) ≥ c > 0 for

1 ≤ i ≤ n. Then
⊕n

i=1 Ei has non-empty interior provided that n > 211c−3 + 1.

As a corollary, each compact subset of Rd with positive thickness is arithmetically

thick. Since a self-similar set E ⊂ Rd has positive thickness if and only if E is not

contained in a hyperplane in Rd (see Lemma 3.5), we obtain the following.

Corollary 1.3. Every self-similar set in Rd not lying in a hyperplane is arithmetically

thick.

Our next result extends the above result to all self-conformal sets in Rd with d ≥ 2.

Theorem 1.4. Let d ≥ 2. Suppose that E is a self-conformal set generated by a

conformal iterated function system on Rd. Then E is arithmetically thick if and only

if E is not contained in a hyperplane in Rd.

Finally we investigate the sums of self-affine sets (see Section 2 for the definition).

First we introduce some definitions.

Definition 1.5. (i) A finite tuple (M1, . . . ,Mk) of d× d real matrices is said to

be irreducible if there is no non-zero proper linear subspace V of Rd such that

MiV ⊂ V for all 1 ≤ i ≤ k.

(ii) A d× d real matrix M is said to have a simple dominant eigenvalue if M has

a simple eigenvalue λ (i.e. an eigenvalue with algebraic multiplicity 1) so that

|λ| is greater than the magnitude of any other eigenvalue of M .
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Now we are ready to state our result on self-affine sets.

Theorem 1.6. Let E be the attractor of an affine iterated function system Φ =

{φi(x) = Tix+ ai}`i=1 on Rd with d ≥ 2. Suppose that E is not contained in a hyper-

plane in Rd. Then E is arithmetically thick if either one of the following conditions

is fulfilled:

(i) TiTj = TjTi for all 1 ≤ i, j ≤ `;

(ii) (T1, . . . , T`) is irreducible, and the multiplicative semigroup generated by T1,. . .,

T` contains an element which has a simple dominant eigenvalue;

(iii) d = 2.

We emphasize that under the settings of Theorems 1.4-1.6, a self-conformal set

(resp, self-affine set) in Rd not lying in a hyperplane may have zero thickness. So we

can not directly apply Theorem 1.2 to prove Theorems 1.4-1.6.

It is worth pointing out that if a closed set E ⊂ Rd supports a Borel probability

measure µ whose Fourier transform has a power decay at infinity (i.e. |µ̂(ξ)| ≤ C|ξ|−α
for some constants C, α > 0), then E is arithmetically thick. This follows from the

well-known fact that when nα > d/2, the n-fold convolution µ∗n of µ (which is sup-

ported on ⊕nE) is absolutely continuous (with L2 density), so ⊕nE has positive

Lebesgue measure and ⊕2nE has non-empty interior. Nevertheless, it is a difficult

question to determine whether a given fractal set can support a Borel probability mea-

sure whose Fourier transform has power decay at infinity. Recently, Li and Sahlsten

([19, Theorem 2]) proved that for an affine iterated function system {Tix+ ai}`i=1 on

Rd, if its attractor is not a singleton, then under the irreducibility and certain ad-

ditional algebraic assumptions on the semigroup generated by T1, . . . , T`, every fully

supported self-affine measure associated with the IFS has power delay in its Fourier

transform. We remark that these assumptions are stronger than that in part (ii) of

Theorem 1.6. Under some weaker assumptions (which are similar to that in part

(ii) of Theorem 1.6, but the irreducibility is replaced by the strong irreducibility), Li

and Sahlsten showed that the Fouirer transform of every fully supported self-affine

measure tends to 0 at infinity; see [19, Theorem 1].

The organization of the paper is as follows: In Section 2, we give the definitions

of iterated function systems and self-similar (resp. self-affine, self-conformal) sets. In

Section 3, we give some elementary lemmas which play key roles in our proofs of the

main results. In Section 4, we prove Theorem 1.2. In Section 5, we prove Theorem

1.4. Theorem 1.6 is proved in Section 6. In Section 7, we prove a special result on

the arithmetic sum of rotation-free self-similar sets, which partially generalises the
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aforementioned result of Nikodem and Páles [24]. In Section 8, we give some final

remarks and questions.

2. Preliminaries on iterated function systems

In mathematics, iterated function system (IFS) is a basic scheme to generate fractal

sets. By definition, an IFS on a closed subset X of Rd is a finite family Φ = {φi :

X → X}`i=1 of uniformly contracting mappings on X, in the sense that there exists

0 < c < 1 such that |φi(x) − φi(y)| ≤ c|x − y| for all x, y ∈ X and 1 ≤ i ≤ `. The

attractor of Φ is the unique non-empty compact set K ⊂ X so that

K =
⋃̀
i=1

φi(K).

The IFS Φ induces a coding map π : {1, . . . , `}N → K, which is given by

(2.1) π(x) = lim
n→∞

φx1 ◦ · · · ◦ φxn(z0)

where z0 is any fixed point in X. The map π is surjective and it is independent of

the choice of z0. The reader is referred to [14, 10] for more information about IFS.

A mapping f : Rd → Rd is said to be affine if f(x) = Tx+ a for all x ∈ Rd, where

T is a d × d matrix and a ∈ Rd. It is easy to see that an affine map f is invertible

if and only if its linear part T is non-singular, moreover f is strictly contracting if

and only if its linear part has operator norm ‖T‖ strictly less than 1. A non-empty

compact set E ⊂ Rd is called self-affine if E =
⋃`
i=1 fi(E), where {fi}`i=1 is an affine

IFS, i.e. a finite collection of uniformly contracting invertible affine mappings on Rd.

Moreover, E is called self-similar if all the fi’s are similitudes.

Let U ⊂ Rd be a connected open set. A C1 map φ : U → Rd is said to be

conformal if ‖φ′(x)y‖ = ‖φ′(x)‖ · ‖y‖ 6= 0 for all x ∈ U and y ∈ Rd, y 6= 0. The

well-known theorem of Liouville [20] states that when d ≥ 3, every C1 conformal map

φ : U → Rd is the restriction to U of a Möbius transformation in Rd. Recall that a

Möbius transformation ψ in Rd, d ≥ 3, is of the form

(2.2) ψ(x) = b+
αA(x− a)

‖x− a‖ε
,

where a, b ∈ Rd, α ∈ R, ε ∈ {0, 2} and A is a d× d orthogonal matrix.

We say that Φ = {φi : X → X}`i=1 is a conformal IFS on a compact set X ⊂ Rd if

each φi extends to an injective contracting conformal map φi : U → φi(U) ⊂ U on a

bounded connected open set U ⊃ X. The attractor E of Φ is called the self-conformal

set generated by Φ. Let U1 be a connected open set such that X ⊂ U1 ⊂ U1 ⊂ U .
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It is well-known that when d ≥ 2, Φ satisfies the bounded distortion property (BDP)

on U1: there exists L ≥ 1 such that for every n and every word I = i1 . . . in over the

alphabet {1, . . . , `},

(2.3) L−1 ≤ ‖φ
′
I(x)‖

‖φ′I(y)‖
≤ L, ∀x, y ∈ U1,

where φI := φi1 ◦ · · · ◦ φin . This follows from the (generalized) Koebe distortion

theorem (see e.g. [7, Theorem 7.16]) when d = 2, and from the form of Möbius

transformations when d ≥ 3; see (2.2).

3. Some elementary lemmas

In this section, we prove some elementary lemmas which will be used in the proofs

of the main results. For A ⊂ Rd, let conv(A) denote the convex hull of A.

Lemma 3.1. Let A = {a1, . . . , an} ⊂ Rd and ε ∈ [0, 1/n]. Then

conv(A) + conv(εA) = conv(A) + εA.

Proof. It suffices to show that conv(A) + conv(εA) ⊂ conv(A) + εA. To see this, let

x ∈ conv(A) and y ∈ conv(εA). Then there exist probability vectors (p1, . . . , pn) and

(q1, . . . , qn) such that x =
∑n

i=1 piai and y =
∑n

i=1 εqiai. Choose j ∈ {1, . . . , n} such

that pj = max{pi : i = 1, . . . , n}. Clearly pj ≥ 1/n ≥ ε. Define a vector (p̃1, . . . , p̃n)

by

p̃i =

{
pi + εqi if i 6= j

pj + εqj − ε if i = j
.

It is direct to check that (p̃1, . . . , p̃n) is a probability vector, hence

x+ y − εaj = (pj + εqj − ε)aj +
∑

1≤i≤n, i 6=j

(pi + εqi)ai

=
n∑
i=1

p̃iai ∈ conv(A).

That is, x+ y ∈ conv(A) + εaj ⊂ conv(A) + εA. Since x, y are arbitrarily taken from

conv(A) and conv(εA) respectively, it follows that conv(A)+conv(εA) ⊂ conv(A)+εA

and we are done. �

Let ‖ · ‖ denote the standard Euclidean norm in Rd. For A ⊂ Rd, let diam(A) be

the diameter of A.
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Lemma 3.2. Let A ⊂ Rd be bounded. Suppose ‖a‖ ≥ R for every a ∈ A. Then for

each z ∈ conv(A),

‖z‖ ≥ R− diam(A)2/(2R).

Proof. We may assume that R > diam(A)/
√

2, otherwise we have nothing to prove.

Let z ∈ conv(A). Then z =
∑n

i=1 piai for some a1, . . . , an ∈ A and p1, . . . , pn ≥ 0

with p1 + · · ·+ pn = 1. Let 〈·, ·〉 denote the standard inner product in Rd. Then

‖z‖2 =

〈
n∑
i=1

piai,

n∑
j=1

pjaj

〉

=

(
n∑
i=1

p2
i ‖ai‖2

)
+

(∑
i 6=j

pipj〈ai, aj〉

)

=

(
n∑
i=1

p2
i ‖ai‖2

)
+

(∑
i 6=j

pipj
(
‖ai‖2 + ‖aj‖2 − ‖ai − aj‖2

)
/2

)

≥

(
n∑
i=1

p2
iR

2

)
+

(∑
i 6=j

pipj
(
2R2 − diam(A)2

)
/2

)

= R2 −

(∑
i 6=j

pipj

)
diam(A)2/2

≥ R2 − diam(A)2/2.

Hence ‖z‖ ≥ R
√

1− diam(A)2/(2R2) ≥ R(1− diam(A)2/(2R2)). �

For x ∈ Rd, let B(x, r) be the closed ball of radius r centred at x. For x ∈ Rd and

F ⊂ Rd, let d(x, F ) be the distance from x to F .

Corollary 3.3. Let A ⊂ Rd be bounded. Suppose conv(A) ⊃ B(y, r) for some y ∈ Rd

and r > 0. Then for all R > diam(A)2/r and z ∈ Rd,

(3.1) B(z, R) + A ⊃ B(z,R) +B(y, r/2).

Proof. Let R > diam(A)2/r. Since conv(A) ⊃ B(y, r), we have diam(A) ≥ 2r. It

follows that R > diam(A)2/r ≥ 2diam(A) ≥ 4r.

To prove that (3.1) holds for all z ∈ Rd, it suffices to show that (3.1) holds for

z = 0. Write X = B(0, R) + A. Since R > 2diam(A) and X ⊃ B(a,R) for each

a ∈ A, we see that interior(X) ⊃ conv(A). In particular, y ∈ interior(X). Hence

to prove that X ⊃ B(0, R) + B(y, r/2) = B(y,R + r/2), it is enough to show that

d(y, ∂X) > R + r/2, where ∂X stands for the boundary of X.
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Fix x ∈ ∂X. In what follows we show that d(x, y) > R + r/2. Recall that

X ⊃ U(0, R)+A, which is the open R-neighborhood of A. It follows that d(x,A) ≥ R

(otherwise x ∈ interior(X)). Applying Lemma 3.2 to the set (A − x) yields that for

every z ∈ conv(A− x),

‖z‖ ≥ R− diam(A)2/(2R) > R− r/2,

where the second inequality follows from the assumption that R > diam(A)2/r.

Equivalently,

(3.2) d(x, conv(A)) > R− r/2.

Let L = Lxy be the line segment connecting the points x and y. Since y ∈ conv(A),

by (3.2) L has length > R− r/2. Since R− r/2 > R/2 > diam(A) = diam(conv(A)),

the length of L is larger than diam(conv(A)). It follows that L is not contained in

the interior of conv(A). In particular, this implies that L ∩ ∂(conv(A)) 6= ∅. Take

z ∈ L∩ ∂(conv(A)). Now L = Lxz ∪Lzy. Notice that d(x, z) > R− r/2 by (3.2), and

d(z, y) ≥ r since B(y, r) ⊂ conv(A). Hence L has length > R − r/2 + r = R + r/2.

That is, d(x, y) > R + r/2. This completes the proof. �

Lemma 3.4. Let A ⊂ Rd. Suppose that B(z, r) ⊂ conv(A) for some z ∈ Rd and

r > 0. Then for any 0 < δ < r and F ⊂ Rd with Vδ(F ) ⊃ A, we have

U(z, r − δ) := {y ∈ Rd : ‖y − z‖ < r − δ} ⊂ conv(F ).

Here Vδ(F ) = {y ∈ Rd : d(y, F ) < δ}.

Proof. First observe that U(0, δ) + conv(F ) = conv(Vδ(F )), which can be verified

directly. Since Vδ(F ) ⊃ A, it follows that

(3.3) U(0, δ) + conv(F ) ⊃ conv(A) ⊃ B(z, r).

In what follows we prove U(z, r − δ) ⊂ conv(F ) by using contradiction. Suppose

this is not true. Then there exists x ∈ U(z, r − δ) so that x 6∈ conv(F ). By the

hyperplane separation theorem (see e.g. [30, Theorem 11.3]), there is a hyperplane

passing through x so that conv(F ) entirely lies on the one side of the hyperplane.

Equivalently, there exists a unit vector v ∈ Rd and c ∈ R so that 〈x, v〉 = c and

〈u, v〉 ≤ c for all u ∈ conv(F ).

Set y = x + δv. Then ‖y − z‖ ≤ ‖y − x‖ + ‖z − x‖ < δ + (r − δ) = r. Hence

y ∈ U(z, r). Now notice that 〈y, v〉 = 〈x, v〉+ 〈δv, v〉 = c+ δ, and for any w ∈ U(0, δ)

and u ∈ conv(F ),

〈u+ w, v〉 = 〈u, v〉+ 〈w, v〉 ≤ c+ δ.
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This means that there is a hyperplane separating the point y and the set U(0, δ) +

conv(F ). By (3.3), this hyperplane also separates the point y and the ball B(z, r). It

leads to a contradiction, since y is an interior point of B(z, r). �

Lemma 3.5. Let E be a self-similar set in Rd. Then E has positive thickness if and

only if E is not contained in a hyperplane in Rd.

Proof. The result was pointed out in [4, p. 330] without a proof. For the reader’s

convenience, we provide a proof.

The ‘only if’ part is trivial so we only need to prove the ‘if’ part. To this end,

assume that E is not contained in a hyperplane. Then conv(E) contains a ball, say

B(x0, r0). Let {φi}`i=1 be a generating IFS of E and let ρi denote the contraction

ratio of φi, i = 1, . . . , `. Set ρmin = min1≤i≤` ρi.

Let x ∈ E and 0 < r ≤ diam(E). Then there exists (ωn)∞n=1 ∈ {1, . . . , `}N such

that

{x} =
∞⋂
n=1

φω1 ◦ · · · ◦ φωn(E).

Moreover, there exists n ∈ N such that

(3.4) ρω1 · · · ρωndiam(E) < r ≤ ρω1 · · · ρωn−1diam(E).

It follows that ρω1 · · · ρωndiam(E) ≥ ρminr and so

ρω1 · · · ρωn ≥ ρmin(diam(E))−1r.

By (3.4), B(x, r) ⊃ φω1 ◦ · · · ◦ φωn(E). Hence

conv(E ∩B(x, r)) ⊃ conv(φω1 ◦ · · · ◦ φωn(E))

= φω1 ◦ · · · ◦ φωn(conv(E))

⊃ φω1 ◦ · · · ◦ φωn(B(x0, r0))

= B(y, ρω1 · · · ρωnr0)

⊃ B(y, ρminr0(diam(E))−1r),

where y = φω1 ◦ · · · ◦φωn(x). Hence by definition, τ(E) ≥ ρminr0(diam(E))−1 > 0. �

In the rest of this section, following [4] we give an equivalent condition for a compact

set in Rd to have positive thickness. We first introduce the following.

Definition 3.6. Let E be a non-empty compact set in Rd. A compact set F is said

to be a centred microset of E if F is a limit point of a sequence of compact sets

1

rn
((B(xn, rn) ∩ E)− xn)
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in the Hausdorff metric, where xn ∈ E, rn > 0 and limn→∞ rn = 0.

The above definition is a slight modification of the notion of microset introduced

by Furstenberg in [12]. Now we state the following equivalent condition for positive

thickness, which will be used in the proofs of Theorems 1.4-1.6.

Lemma 3.7. [4, Lemma 4.4] Let E be a non-empty compact set in Rd. Then τ(E) > 0

if and only if no centred microset of E is contained in a proper linear subspace of Rd.

4. Proof of Theorem 1.2

In this section, we prove Theorem 1.2. As the proof is rather long and a bit

technical, before giving the detailed arguments we would like to illustrate briefly the

rough strategy of our proof. Basically we will construct, for each pair (i, k) with

1 ≤ i ≤ n and k ∈ N, a finite family Fi,k of closed balls of radius tk with tk ↘ 0 so

that there exists sk ↘ 0 such that
⋃
B∈Fi,k B ⊂ Vsk(Ei) and Hk :=

⊕n
i=1

(⋃
B∈Fi,k B

)
is monotone increasing in k, where Vε(E) stands for the ε-neighborhood of E. Then

we have
n⊕
i=1

Vsk(Ei) ⊃ Hk ⊃ Hk−1 ⊃ · · · ⊃ H1.

Taking k →∞ yields that
⊕n

i=1 Ei ⊃ H1, which concludes the theorem since H1 has

non-empty interior.

Although the above strategy is very simple, the involved constructions are relatively

delicate. Below we first give a geometric property of compact sets with positive

thickness.

Lemma 4.1. Let E be a compact set in Rd with τ(E) ≥ c > 0. Let N be the integral

part of
(

4+c
c

)d
. Then for every x ∈ E and 0 < r ≤ diam(E), there exist z ∈ Rd and

y1, . . . , yN ∈ E ∩B(x, r) such that

conv({y1, . . . , yN}) ⊃ B(z, cr/2).

Proof. Fix x ∈ E and 0 < r ≤ diam(E). By the definition of τ(E), there exists

z ∈ Rd such that

(4.1) conv(E ∩B(x, r)) ⊃ B(z, cr).

Let N0 be the largest integer such that there exist disjoint open balls U(y1, cr/4),

. . . , U(yN0 , cr/4) in Rd with centers yi ∈ E ∩B(x, r). Since the balls U(yi, cr/4) are
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disjoint and contained in U(x, r + cr/4), a standard volume argument yields that

N0 ≤
(

4 + c

c

)d
and so N0 ≤ N . Meanwhile the maximality of N0 implies that

(4.2) E ∩B(x, r) ⊂
N0⋃
i=1

U(yi, cr/2).

To see this, suppose on the contrary that y 6∈
⋃N0

i=1 U(yi, cr/2) for some y ∈ E∩B(x, r).

Then |y − yi| ≥ cr/2 and so U(y, cr/4) ∩ U(yi, cr/4) = ∅ for each 1 ≤ i ≤ N0, which

contradicts the maximality of N0. Hence (4.2) holds.

Next we apply Lemma 3.4 to show that conv({y1, . . . , yN0}) ⊃ B(z, cr/2). For

this purpose, set A = E ∩ B(x, r) and F = {y1, . . . , yN0}. Then by (4.1)-(4.2),

conv(A) ⊃ B(z, cr) and Vcr/2(F ) ⊃ A. Applying Lemma 3.4 to A and F (in which

we replace r by cr and take δ = cr/2) yields conv(F ) ⊃ U(z, cr/2). Since conv(F ) =

conv({y1, . . . , yN0}) is compact, it follows that conv({y1, . . . , yN0}) ⊃ B(z, cr/2), as

desired.

Finally taking yj = yN0 for N0 < j ≤ N , we obtain that conv({y1, . . . , yN}) ⊃
B(z, cr/2). This completes the proof of the lemma. �

Now we are ready to prove Theorem 1.2.

Proof of Theorem 1.2. Set r0 = min{diam(Ei) : 1 ≤ i ≤ n} and ρ = c/4. Let

N be the integral part of
(

4+c
c

)d
, as given in Lemma 4.1. For convenience, write

Σ∗ :=
⋃∞
k=1 Σk, where Σk := {1, . . . , N}k. Set |J | = k for J ∈ Σk. Below for each

1 ≤ i ≤ n, we construct inductively a family of balls {Bi
I}I∈Σ∗ .

To illustrate our construction, fix i ∈ {1, . . . , n}. Choose any point from Ei and

write it as xi∅. Set Bi
∅ = B(xi∅, r0). Since τ(Ei) ≥ c, according to Lemma 4.1, we can

pick points xi1, . . . , x
i
N ∈ Ei ∩B(xi∅, r0/2) and zi∅ ∈ Rd so that

conv({xij : 1 ≤ j ≤ N}) ⊃ B(zi∅, cr0/4).

Set

Bi
j = B(xij, ρr0), j = 1, . . . , N.

Then we have defined well the balls {Bi
I}I∈Σ1 .

Next we continue the construction process by induction. Suppose we have con-

structed well the family of balls {Bi
J : J ∈ Σk} with centers {xiJ}J∈Σk for some

11
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Figure 1. An illustration of the balls Bi
Jj.

integer k ≥ 1. Then by Lemma 4.1, for each J ∈ Σk we can pick points xiJ1, . . . , x
i
JN

in Ei ∩B(xiJ , ρ
kr0/2) such that

(4.3) conv{xiJ1, . . . , x
i
JN} ⊃ B(ziJ , ρ

kcr0/4)

for some ziJ ∈ Rd. Clearly ziJ ∈ conv{xiJ1, . . . , x
i
JN} ⊂ B(xiJ , ρ

kr0/2) and so

(4.4) |xiJ − ziJ | ≤ ρkr0/2.

Defining Bi
Jj = B(xiJj, ρ

k+1r0) for 1 ≤ j ≤ N , we complete the construction of the

balls {Bi
J : J ∈ Σk+1}. According to the above construction,

N⋃
j=1

Bi
Jj =

N⋃
j=1

B(xiJj, ρ
|J |+1r0) ⊂ B(xiJ , ρ

|J |r0) = Bi
J ,

since xiJ1, . . . , x
i
JN ∈ B(xiJ , ρ

|J |r0/2) and ρ < 1/2. By induction, we can construct

well the whole family of balls {Bi
I}I∈Σ∗ , together with the family {ziJ}J∈Σ∗ of points

in Rd. See Figure 1 for a rough illustration of the above construction.
12



Now we present some properties of the constructed {Bi
I}I∈Σ∗ and {ziJ}J∈Σ∗ . Let

1 ≤ i ≤ n and J ∈ Σ∗. Let ε > 0. By (4.4), for 1 ≤ j ≤ N ,

|xiJj − ziJj| ≤ ρ|J |+1r0/2 < ρ|J |+1r0/2 + ε.

Due to the above inequality and (4.3), we apply Lemma 3.4 (in which taking A =

{xiJ1, . . . , x
i
JN}, z = ziJ , r = ρ|J |cr0/4, F = {ziJ1, . . . , z

i
JN} and δ = ρ|J |+1r0/2 + ε) to

obtain that

conv{ziJ1, . . . , z
i
JN} ⊃ U(ziJ , ρ

|J |cr0/4− ρ|J |+1r0/2− ε) = U(ziJ , ρ
|J |cr0/8− ε).

As ε > 0 is arbitrarily taken, we have

conv{ziJ1, . . . , z
i
JN} ⊃ U(ziJ , ρ

|J |cr0/8).

Since conv{ziJ1, . . . , z
i
JN} is compact, it follows that

(4.5) conv
{
ziJ1, . . . , z

i
JN

}
⊃ B

(
ziJ , ρ

|J |cr0/8
)
.

Meanwhile, since |ziJj − xiJj| ≤ ρ|J |+1r0/2 and |xiJj − xiJ | ≤ ρ|J |r0/2 for j = 1, . . . , N ,

it follows that |ziJj − xiJ | ≤ ρ|J |r0 and thus

(4.6) diam
(
conv

({
ziJ1, . . . , z

i
JN

}))
≤ 2ρ|J |r0.

Next assume that n > 211c−3 + 1. We claim that for every k ∈ N and any

J1, . . . , Jn ∈ Σk,

(4.7)
n⊕
i=1

(
N⋃
j=1

B
(
ziJij, ρ

k+1cr0/16
))
⊃

n⊕
i=1

B
(
ziJi , ρ

kcr0/16
)
.

To prove the claim, we first introduce some notation. Write for brevity that D0 = ∅,
Fn = ∅,

D` :=
⊕̀
i=1

B
(
ziJi , ρ

kcr0/16
)

for ` = 1, . . . , n and

F` :=
n⊕

i=`+1

(
N⋃
j=1

B
(
ziJij, ρ

k+1cr0/16
))

for ` = 0, 1, . . . , n− 1.

Then (4.7) is simply the statement that F0 ⊃ Dn. In what follows we shall prove that

for ` = 0, 1, . . . , n− 1,

(4.8) D` + F` ⊃ D`+1 + F`+1,

which implies that F0 = D0 + F0 ⊃ Dn + Fn = Dn and so (4.7) holds.
13



To prove (4.8), fix ` ∈ {0, 1, . . . , n− 1}. Notice that

(4.9) F` =

(
N⋃
j=1

B
(
z`+1
J`+1j

, ρk+1cr0/16
))

+ F`+1.

Write A =
{
z`+1
J`+1j

: j = 1, . . . , N
}

. By (4.5)-(4.6),

conv(A) ⊃ B
(
z`+1
J`+1

, ρkcr0/8
)

and diam(A) ≤ 2ρkr0.

Applying Corollary 3.3 (in which we take y = z`+1
J`+1

and r = ρkcr0/8) yields

(4.10) B(z,R) + A ⊃ B(z, R) +B
(
z`+1
J`+1

, ρkcr0/16
)

for any z ∈ Rd, provided that R > 8diam(A)2/(ρkcr0). Notice that D` + F`+1 is the

union of finitely many balls, say B1, . . . , Bm, and each of them is of radius

R` := `ρkcr0/16 + (n− 1− `)ρk+1cr0/16 ≥ (n− 1)ρk+1cr0/16.

Since n > 211c−3 + 1 and diam(A) ≤ 2ρkr0, a direct check shows that

R` > (n− 1)ρk+1cr0/16 ≥ 8diam(A)2/(ρkcr0),

and hence by (4.10), Bi + A ⊃ Bi + B
(
z`+1
J`+1

, ρkcr0/16
)

for i = 1, . . . ,m. Taking

union over i yields that

D` + F`+1 + A ⊃ D` + F`+1 +B
(
z`+1
J`+1

, ρkcr0/16
)

= D`+1 + F`+1,

from which we see that

D` + F` ⊃ D` + F`+1 + A ⊃ D`+1 + F`+1

(where the first inclusion is due to (4.9)) and so (4.8) follows. This completes the

proof of (4.7).

Taking union over (J1, . . . , Jn) ∈ (Σk)
n in (4.7) yields that

Hk+1 ⊃ Hk,

where Hk :=
⊕n

i=1

(⋃
J∈Σk

B
(
ziJ , ρ

kcr0/16
))

. Since |ziJ−xiJ | ≤ ρkr0/2 for any J ∈ Σk,

and {xiJ : J ∈ Σk} ⊂ Ei, it follows that

V ρkr0(Ei) := {y ∈ Rd : d(y, Ei) ≤ ρkr0} ⊃
⋃
J∈Σk

B
(
ziJ , ρ

kcr0/16
)

and thus

V ρkr0(E1) + · · ·+ V ρkr0(En) ⊃ Hk ⊃ · · · ⊃ H1.

Since the sets Ei are compact, letting k →∞ yields

E1 + · · ·+ En ⊃ H1.
14



This completes the proof of the theorem, for H1 has non-empty interior. �

5. Proof of Theorem 1.4

Throughout this section, let Φ = {φi : X → X}`i=1 be an IFS on a compact set

X ⊂ Rd with d ≥ 2 so that each φi extends to an injective contracting conformal

map φi : U → φi(U) ⊂ U on a bounded connected open set U ⊃ X. Furthermore we

assume that the attractor of Φ, written as E, is not a singleton. Let Σ∗ denote the

collection of all finite words (including the empty word) over the alphabet {1, . . . , `},
that is, Σ∗ =

⋃∞
n=0{1, . . . , `}n.

The following lemma characterizes when E has positive thickness.

Lemma 5.1. Under the above setting, we have τ(E) > 0 unless one of the following

cases occurs:

(i) d = 2 and E is contained in a simple analytic curve in R2.

(ii) d ≥ 3, E is contained in a hyperplane in Rd or a (d − 1)-dimensional sphere

in Rd.

Proof. The result was pointed out in [4, p. 330] without a proof. It was also implicitly

proved in [16, Theorem 2.3] and [21, Theorem 1.2] in slightly different contexts. For

the reader’s convenience, we provide a detailed proof.

Since Φ satisfies the bounded distortion property on U (cf. (2.3)), it is known (see,

e.g. [27, Lemma 2.2, Corollary 2.3]) that there exists an open connected set V such

that E ⊂ V ⊂ U ,
⋃`
i=1 φi(V ) ⊂ V , and there is a constant C > 0 so that for any

x, y ∈ V and I ∈ Σ∗,

(5.1) C−1αI‖x− y‖ ≤ ‖φI(x)− φI(y)‖ ≤ CαI‖x− y‖,

where αI := supx∈V ‖φ′I(x)‖. As a consequence,

(5.2) C−1αIdiam(E) ≤ diam(φI(E)) ≤ CαIdiam(E), ∀I ∈ Σ∗.

We may assume that C is large enough so that

(5.3) αI ≤ αÎ ≤ CαI for all I ∈ Σ∗,

where Î stands for the word obtained from I by dropping the last letter of I.

To prove the lemma, we need to show that if τ(E) = 0, then either (i) or (ii)

occurs. To this end, assume that τ(E) = 0. By Proposition 3.7, E has a centred
15



microset lying in a proper linear subspace of Rd. That is, there exist xn ∈ E, rn > 0,

n = 1, 2, . . . , with limn→∞ rn = 0 such that

(5.4)
1

rn
((B(xn, rn) ∩ E)− xn)→ F as n→∞

in the Hausdorff metric, where F is a compact set contained in a (d− 1)-dimensional

linear subspace W of Rd.

For each n ∈ N, take In ∈ Σ∗ such that

xn ∈ φIn(E), φIn(E) ⊂ B(xn, rn) and φÎn(E) 6⊂ B(xn, rn).

Clearly diam(φIn(E)) ≤ 2rn and diam(φÎn(E)) > rn. Combining these two inequali-

ties with (5.2)-(5.3) yields (2C)−1αIndiam(E) ≤ rn ≤ C2αIndiam(E), and so

(5.5) C−2(diam(E))−1 ≤ αIn/rn ≤ 2C(diam(E))−1.

Define ψn : Rd → Rd by ψn(x) = (x − xn)/rn for n ≥ 1. Write fn = ψn ◦ φIn .

Clearly fn is conformal and injective for each n. Since φIn(E) ⊂ B(xn, rn) ∩ E, we

have

fn(E) ⊂ 1

rn
((B(xn, rn) ∩ E)− xn).

Hence by (5.4), any limit point of fn(E) (in the Hausdorff metric) is contained in F

and so in W .

By (5.1) and (5.5), there exists a constant D > 0 such that for all x, y ∈ V and

n ≥ 1,

(5.6) D−1‖x− y‖ ≤ ‖fn(x)− fn(y)‖ ≤ D‖x− y‖.

Hence the sequence (fn) is equi-continuous on V . Set yn = φ−1
In

(xn). Since xn ∈
φIn(E), we have yn ∈ E ⊂ V . Moreover, fn(yn) = ψn(xn) = 0. It follows that for

every x ∈ V ,

‖fn(x)‖ = ‖fn(x)− fn(yn)‖ ≤ D‖x− yn‖ ≤ Ddiam(V ).

Hence (fn) is uniformly bounded on V as well. Applying Ascoli-Arezela’s theorem,

we can find a uniformly convergent subsequence, say, fnk → f as k → ∞. By (5.6),

f is injective. According to Corollaries 37.3 and 13.3 of Väisälä [37], f is conformal

on V and so is f−1 on f(V ).

Since any limit point of the sequence (fn(E)) is contained in W , we have f(E) ⊂ W

and thus E ⊂ f−1(f(V ) ∩W ). Recall that a conformal map in Rd (d ≥ 2) must be

complex analytic if d = 2 and a Möbius transformation if d ≥ 3 (see e.g. [29,

Theorem 4.1]). Hence when d = 2, f−1(f(V ) ∩ W ) is a countable union of open

analytic arcs; it follows that there exists I ∈ Σ∗ such that φI(E) is contained in
16



one piece of analytic arc, and so E is contained in an analytic curve. When d ≥ 3,

f−1(f(V )∩W ) ⊂ f−1(W ) so it is contained in a (d−1)-dimensional hyperplane or in

a (d− 1)-dimensional sphere. Therefore either (i) or (ii) occurs and we are done. �

Lemma 5.2. There exists L0 > 0 such that for every I ∈ Σ∗, 0 < r < diam(φI(E))

and x ∈ φI(E),

diam(B(x, r) ∩ φI(E)) ≥ L0r.

Proof. Let I ∈ Σ∗, 0 < r < diam(φI(E)) and x ∈ φI(E). If φI(E) ⊂ B(x, r), then

we have diam(B(x, r) ∩ φI(E)) ≥ diam(φI(E)) > r. In what follows we assume that

φI(E) 6⊂ B(x, r). Since x ∈ φI(E), we can choose I1 ∈ Σ∗ such that

φII1(E) ⊂ B(x, r) and φIÎ1(E) 6⊂ B(x, r).

Similar to the proof of (5.5), we have

C−2(diam(E))−1 ≤ αII1/r ≤ 2C(diam(E))−1,

where C is the constant given in the proof of Lemma 5.1. Hence by (5.2),

diam(B(x, r) ∩ φI(E)) ≥ diam(φII1(E)) ≥ C−1αII1diam(E) ≥ C−3r.

This completes the proof of the lemma by letting L0 = C−3. �

The next two lemmas state that if E satisfies one of the conditions (i)-(ii) in Lemma

5.1, there exist two subsets E1, E2 of E so that E1 + E2 has positive thickness.

Lemma 5.3. Suppose that d = 2 and E is contained in a simple non-flat analytic

curve. Then there exist I, J ∈ Σ∗ such that τ(φI(E) + φJ(E)) > 0.

Proof. Let γ : [0, 1] → R2 be a simple non-flat analytic curve which contains E. By

analyticity, we may choose two points x0, y0 ∈ E ∩ γ(0, 1) so that the slopes of the

tangent lines of γ at x0 and y0 are finite and different. For convenience, we use u and

v to denote these two slopes.

Let 0 < ε < |u − v|/4. Since γ is smooth, we can pick a small δ > 0 such that

the slope of every line segment connecting two different points in B(x0, δ)∩E lies in

(u− ε, u + ε), and the slope of every line segment connecting two different points in

B(y0, δ) ∩ E lies in (v − ε, v + ε).

Choose I, J ∈ Σ∗ such that φI(E) ⊂ B(x0, δ) and φJ(E) ⊂ B(y0, δ). In what

follows we show that τ(φI(E) + φJ(E)) > 0. To see this, let x ∈ φI(E), y ∈ φJ(E)

and 0 < r < min{diam(φI(E)), diam(φJ(E))}. Notice that

(5.7) B(x+ y, r) ∩ (φI(E) + φJ(E)) ⊃ (B(x, r/2) ∩ φI(E)) + (B(y, r/2) ∩ φJ(E)).
17



By Lemma 5.2, there exist x′ ∈ B(x, r/2) ∩ φI(E) and y′ ∈ B(y, r/2) ∩ φJ(E) such

that

‖x− x′‖ ≥ L0r/4, ‖y − y′‖ ≥ L0r/4.

Moreover by the argument in the last paragraph, the line segment connecting x, x′

has slope in (u− ε, u+ ε) and that connecting y, y′ has slope in (v − ε, v + ε).

Notice that the set in the right-hand side of (5.7) contains a subset {x, x′} +

{y, y′} of 4 points. Hence the convex hull of B(x + y, r) ∩ (φI(E) + φJ(E)) contains

the parallelogram with vertices in {x, x′} + {y, y′}. Observe that each edge of this

parallelogram has length not less than L0r/4, and that the angles of the parallelogram

are bounded from below by a positive constant (for one pair of the parallel sides has

slope in (u − ε, u + ε), and the other has slope in (v − ε, v + ε)). By elementary

geometry, this parallelogram contains a ball of radius cr, where c is a positive constant

independent of x, y and r. So the convex hull of B(x+y, r)∩(φI(E)+φJ(E)) contains

a ball of radius cr. By definition, τ(φI(E) + φJ(E)) > 0. �

Lemma 5.4. Suppose that d ≥ 3 and E is contained in a (d−1)-dimensional sphere of

Rd but not in a hyperplane. Then there exist I, J ∈ Σ∗ such that τ(φI(E)+φJ(E)) > 0.

Proof. Let S be a (d− 1)-dimensional sphere of Rd so that S ⊃ E. We first make the

following.

Claim 1. Let F be a centred microset of E (resp. φI(E) for some I ∈ Σ∗). Then

F is contained in a (d − 1)-dimensional linear subspace which is the tangent space

(after translation to the origin) of S at some x ∈ E (resp. x ∈ φI(E)). Moreover, F

is not contained in a (d− 2)-dimensional linear subspace of Rd.

The first part of the claim simply follows from the definition of centred microsets.

We leave the details to the reader. Below we show that F is not contained in any

(d− 2)-dimensional linear subspace of Rd.

Suppose on the contrary that F is contained in a (d−2)-dimensional linear subspace,

say H. Then there exist xn ∈ E, rn > 0, n ≥ 1 such that limn→∞ rn=0 and

1

rn
((B(xn, rn) ∩ E)− xn)→ F ⊂ H

in the Hausdorff metric as n→∞. For each n take In ∈ Σ∗ such that

xn ∈ φIn(E) ⊂ B(xn, rn) and φÎn(E) 6⊂ B(xn, rn).

Define ψn : Rd → Rd by x 7→ (x − xn)/rn. By a similar argument as in the proof

of Lemma 5.1, there exists a subsequence of (ψn ◦ φIn) which converges to a Möbius
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transformation f so that f(E) = F ⊂ H. In particular, E ⊂ f−1(H). Since f−1 is a

Möbius transformation as well, it is of the form

(5.8) f−1(x) = b+
αA(x− a)

‖x− a‖ε
,

where a, b ∈ Rd, α ∈ R, ε ∈ {0, 2} and A is a d × d orthogonal matrix. Let W ′ be a

(d − 1)-dimensional linear subspace of Rd containing H and a. Then W ′ − a ⊂ W ′,

hence by (5.8) we have

E ⊂
{
f−1(H) ⊂ f−1(W ′) ⊂ AW ′ + b if ε = 0,
f−1(H\{a}) ⊂ f−1(W ′\{a}) ⊂ AW ′ + b if ε = 2.

However, AW ′+b is a hyperplane in Rd. This contradicts the assumption that E is not

contained in a hyperplane in Rd. Hence F is not contained in any (d−2)-dimensional

linear subspace. This proves Claim 1.

Next we pick I, J ∈ Σ∗ so that φI(E) ∩ φJ(E) = ∅, and φI(E), φJ(E) lie on the

same open semi-sphere of S. We claim that τ(φI(E) + φJ(E)) > 0.

Suppose on the contrary that τ(φI(E) + φJ(E)) = 0. By Proposition 3.7, φI(E) +

φJ(E) has a centred microset lying in a proper linear subspace of Rd. That is, there

exist xn ∈ φI(E), yn ∈ φJ(E), rn > 0 with limn→∞ rn = 0 such that

(5.9)
1

2rn
((B(xn + yn, 2rn) ∩ (φI(E) + φJ(E)))− (xn + yn))→ F

in the Hausdorff metric, where F is a compact set contained in a (d− 1)-dimensional

linear subspace of Rd, say W . Observe that for each n,

1

2rn
(B(xn + yn, 2rn) ∩ (φI(E) + φJ(E))− (xn + yn))

⊃ 1

2

(
1

rn
((B(xn, rn) ∩ φI(E))− xn) +

1

rn
((B(yn, rn) ∩ φJ(E))− yn)

)
.

(5.10)

Taking a subsequence if necessary, we may assume that the sequences 1
rn

((B(xn, rn)∩
φI(E)) − xn) and 1

rn
((B(yn, rn) ∩ φJ(E)) − yn) converge to F1 and F2, respectively.

By (5.10) and (5.9), (F1 + F2)/2 ⊂ F ⊂ W . It follows that F1 + F2 ⊂ W . Since

0 ∈ F1 ∩ F2 we obtain

(5.11) F1 ⊂ W, F2 ⊂ W.

On the other hand by Claim 1,

(5.12) F1 ⊂ W1, F2 ⊂ W2,

where W1 is the tangent space of S at some point in φI(E), and W2 is the tangent

space of S at some point in φJ(E). Since φI(E) and φJ(E) are disjoint and contained
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in the same open semi-sphere of S, W1 6= W2. It follows that either W ∩W1 or W ∩W2

has dimension less than d − 1. By (5.11)-(5.12), F1 ⊂ W ∩W1 and F2 ⊂ W ∩W2,

hence one of F1 and F2 is contained in a (d − 2)-dimensional linear subspace, which

leads to a contradiction to Claim 1. This completes the proof of the lemma. �

Now we are ready to prove Theorem 1.4.

Proof of Theorem 1.4. According to Lemmas 5.1, 5.3 and 5.4, either τ(E) > 0 or

there exist two compact subsets E1, E2 of E such that τ(E1 +E2) > 0. In either case,

by Theorem 1.2 we see that ⊕nE has non-empty interior when n is large. �

6. Arithmetic sums of self-affine sets and the proof of Theorem 1.6

This section is devoted to the proof of Theorem 1.6. Parts (i), (ii), (iii) of the

theorem will be proved separately.

6.1. Proof of Theorem 1.6(i). The following proposition is a key ingredient in our

proof.

Proposition 6.1. Let Φ = {φi(x) = Tx+ ai}`i=1 be a homogeneous affine IFS in Rd.

Suppose that the origin is an interior point of conv(A), where A = {a1, . . . , a`}. Then

there exist δ > 0 and n ∈ N such that

⊕nΦ(B) ⊃ ⊕nB,

where B = B(0, δ), Φ(B) =
⋃`
i=1 φi(B), and furthermore, ⊕nE ⊃ ⊕nB.

For our purpose, below we state and prove a generalised version of the above

proposition.

Proposition 6.2. Let Φ = {φi(x) = Tix + ai}`i=1 be an affine IFS in Rd. Suppose

that there exists an invertible d× d matrix T and a constant c > 1 such that

(6.1) B(0, c−1) ⊂ T−kTI(B(0, 1)) ⊂ B(0, c) for all k ∈ N and I ∈ {1, . . . , `}k.

Suppose in addition that the origin is an interior point of conv(A), where A =

{a1, . . . , a`}. Then there exist δ > 0 and n ∈ N such that

(6.2)
n⊕
j=1

TIjΦ(B) ⊃
n⊕
j=1

TIjB

for all k ∈ N and I1, . . . , In ∈ {1, . . . , `}k, where B = B(0, δ), and furthermore,

⊕nE ⊃ ⊕nB.
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Proof. Set ρ = min{‖Tix‖ : ‖x‖ = 1, i = 1, . . . , `}. Then ρ > 0 and for each

1 ≤ i ≤ `,

(6.3) B(0, ρ) ⊂ Ti(B(0, 1)) ⊂ B(0, 1).

Since 0 is an interior point of conv(A), there exists r > 0 so that

(6.4) B(0, r) ⊂ conv(A) ⊂ B(0, diam(A)).

Fix such r. Set δ = c−2r/2 and pick n ∈ N such that

(6.5) n > 4c4diam(A)2/(rρδ).

Below we show that (6.2) holds for such δ and n.

By (6.1) we have

(6.6) T kB(0, c−1) ⊂ TIB(0, 1) ⊂ T kB(0, c)

for all k ∈ N and I ∈ {1, . . . , `}k. Set B = B(0, δ). By (6.3), we see that

Φ(B) =
⋃̀
i=1

(TiB + ai) ⊃ B(0, ρδ) + A.

It follows that for k ≥ 0 and I1, . . . , In ∈ {1, . . . , `}k,
n⊕
j=1

TIjΦ(B) ⊃
n⊕
j=1

(TIjB(0, ρδ) + TIjA)

⊃
n⊕
j=1

(T kB(0, c−1ρδ) + TIjA) (by (6.6))

= T kB(0, nc−1ρδ) +

(
n⊕
j=1

TIjA

)
.(6.7)

We next show that for all k ≥ 0 and I ∈ {1, . . . , `}k,

(6.8) T kB(0, nc−1ρδ) + TIA ⊃ T kB(0, nc−1ρδ) + TIB(0, δ).

To see this, fix k ≥ 0 and I ∈ {1, . . . , `}k. By (6.4) and (6.6),

(6.9) conv(T−kTIA) = T−kTIconv(A) ⊃ T−kTIB(0, r) ⊃ B(0, c−1r),

and

T−kTIconv(A) ⊂ T−kTIB(0, diam(A)) ⊂ B(0, cdiam(A)).

In particular,

diam(T−kTIA) = diam(T−kTIconv(A)) ≤ 2cdiam(A).
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Hence by (6.5),

(6.10) nc−1ρδ >
(2cdiam(A))2

c−1r
≥ diam(T−kTIA)2

c−1r
.

Now by (6.9)-(6.10), and applying Corollary 3.3 (in which we replace A by T−kTIA

and r by c−1r), we have

B(0, nc−1ρδ) + T−kTIA ⊃ B(0, nc−1ρδ) +B(0, c−1r/2),

and thus

T kB(0, nc−1ρδ) + TIA ⊃ T kB(0, nc−1ρδ) + T kB(0, c−1r/2)

⊃ T kB(0, nc−1ρδ) + TIB(0, c−2r/2) (by (6.6))

= T kB(0, nc−1ρδ) + TIB(0, δ),

from which (6.8) follows.

Next we apply (6.8) to prove (6.2). Let k ≥ 0 and I1, . . . , In ∈ {1, . . . , `}k. Write

H0 := T kB(0, nc−1ρδ) +

(
n⊕
j=1

TIjA

)
,

Hn := T kB(0, nc−1ρδ) +

(
n⊕
j=1

TIjB(0, δ)

)
,

Hm := T kB(0, nc−1ρδ) +

(
n⊕

j=m+1

TIjA

)
+

(
m⊕
j=1

TIjB(0, δ)

)
for m = 1, . . . , n− 1. By (6.8) we have

T kB(0, nc−1ρδ) + TIm+1A ⊃ T kB(0, nc−1ρδ) + TIm+1B(0, δ)

for m ∈ {0, 1, . . . , n − 1}. On both sides of the above inclusion, taking sum with(⊕n
j=m+2 TIjA

)
+
(⊕m

j=1 TIjB(0, δ)
)

yields that

Hm ⊃ Hm+1, m = 0, 1, . . . , n− 1.

Hence H0 ⊃ H1 ⊃ · · · ⊃ Hn−1 ⊃ Hn. In particular, H0 ⊃ Hn, that is,

T kB(0, nc−1ρδ) +

(
n⊕
j=1

TIjA

)
⊃ T kB(0, nc−1ρδ) +

(
n⊕
j=1

TIjB(0, δ)

)
,

which implies that

T kB(0, nc−1ρδ) +

(
n⊕
j=1

TIjA

)
⊃

n⊕
j=1

TIjB(0, δ).
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This combining with (6.7) immediately yields (6.2).

Finally we prove that for all k ≥ 0,

(6.11) ⊕n Φk+1(B) ⊃ ⊕nΦk(B).

To see this, fix k ≥ 0. Observe that

⊕nΦk+1(B) =
⋃

I1,...,In∈{1,...,`}k

n⊕
i=1

φIi(Φ(B))

=
⋃

I1,...,In∈{1,...,`}k

n⊕
i=1

(TIiΦ(B) + φIi(0))

and

⊕nΦk(B) =
⋃

I1,...,In∈{1,...,`}k

n⊕
i=1

φIi(B)

=
⋃

I1,...,In∈{1,...,`}k

n⊕
i=1

(TIiB + φIi(0)).

Meanwhile by (6.2), for all I1, . . . , In ∈ {1, . . . , `}k,
n⊕
i=1

(TIiΦ(B) + φIi(0)) ⊃
n⊕
i=1

(TIiB + φIi(0)) .

Hence (6.11) holds. It follows that

(6.12) ⊕n Φk+1(B) ⊃ ⊕nΦk(B) ⊃ · · · ⊃ ⊕nB.

Since Φk+1(B) converges to E in the Hausdorff distance as k → ∞ (see e.g. [10]),

letting k → ∞ in (6.12) yields that ⊕nE ⊃ ⊕nB. This completes the proof of the

proposition. �

Proof of Theorem 1.6(i). By assumption E is not contained in a hyperplane of Rd,

so we can pick finitely many points in E, say x1, . . . , xm so that

(6.13) conv({x1, . . . , xm}) ⊃ B(z, r)

for some z ∈ Rd and r > 0. Take a large R > 0 so that

(6.14) φi(B(0, R)) ⊂ B(0, R), i = 1, . . . , `.

Pick a large integer N so that

(6.15)
(

max
i
‖Ti‖

)N
≤ r/(6R).
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Choose I1, . . . , Im ∈ {1, . . . , `}N such that xj ∈ φIj(E) for 1 ≤ j ≤ m. Define

Wj ∈ {1, . . . , `}mN , j = 1, . . . ,m, by

W1 = I1 · · · Im, . . . , Wp = IpIp+1 · · · ImI1 · · · Ip−1, . . . , Wm = ImI1 · · · Im−1.

Since the matrices Ti are commutative, the mappings φWj
, j = 1, . . . ,m, have the

same linear part.

By (6.14), E ⊂ B(0, R) and moreover for each j,

φWj
(0) ∈ φWj

(B(0, R)) ⊂ φIj(B(0, R)),

xj ∈ φIj(E) ⊂ φIj(B(0, R)),

z ∈ conv(E) ⊂ B(0, R).

It follows that |φWj
(0)− xj| ≤ 2‖TIj‖R and so

(6.16) |φWj
(0) + TWj

z − xj| ≤ 3‖TIj‖R < r/2,

where we used (6.15) in the last inequality. Applying Lemma 3.4 (in which we take

A = {x1, . . . , xm}, δ = r/2, F = {φWj
(0) + TWj

z : j = 1, . . . ,m}) yields

(6.17) conv({φWj
(0) + TWj

z : j = 1, . . . ,m}) ⊃ U(z, r/2).

(Due to (6.13) and (6.16), the conditions B(z, r) ⊂ conv(A) and Vδ(F ) ⊃ A in Lemma

3.4 are fulfilled.) Since the left-hand side of (6.17) is a compact set, we have

conv({φWj
(0) + TWj

z : j = 1, . . . ,m}) ⊃ B(z, r/2)

and so

(6.18) conv({φWj
(0) + TWj

z − z : j = 1, . . . ,m}) ⊃ B(0, r/2).

Let K be the attractor of the IFS {φWj
}mj=1. Then K ⊂ E. Notice that K − z is

the attractor of the IFS Ψ := {ψj(x) = TWj
x + φWj

(0) + TWj
z − z}mj=1. To see this,

it is enough to verify that ψj(x − z) = φWj
(x) − z. Applying Proposition 6.1 to Ψ

and using (6.18), we see that there exists n ∈ N such that ⊕n(K − z) has non-empty

interior. Since K ⊂ E, this implies that ⊕nE has non-empty interior and we are

done. �

6.2. Proof of Theorem 1.6(ii). We first introduce some notation. For 1 ≤ m ≤
d − 1, let Gm := G(Rd,m) denote the collection of m-dimensional linear subspaces

of Rd. It is well-known that for each m, Gm is compact endowed with the following

metric

ρm(W,W ′) = ‖PW − PW ′‖,
where PW stands for the orthogonal projection onto W .

24



For any non-empty compact subset F of Rd, we let Mc(F ) denote the collection

of centred microsets of F . For a set H ⊂ Rd, let span(H) denote the smallest linear

subspace that contains H. It is an elementary fact that

span(H) =

{
d∑
i=1

bihi : hi ∈ H, bi ∈ R

}
.

Write

(6.19) S(F ) = {span(H) : H ∈Mc(F )}.
Clearly, Theorem 1.6(ii) is the direct consequence of the following two propositions.

Proposition 6.3. Let E be the attractor of an affine IFS Φ = {φi(x) = Tix+ ai}`i=1

on Rd. Suppose that (T1, . . . , T`) is irreducible. Furthermore, assume that for any

ε > 0, there exist a non-empty compact set F ⊂ E, an integer m ∈ {1, . . . , d − 1}
and W ∈ Gm such that the following property holds: for each V ∈ S(F ), there exists

W ′ ∈ Gm so that W ′ ⊂ V and ρm(W ′,W ) ≤ ε. Then E is arithmetically thick.

Proposition 6.4. Let E be the attractor of an affine IFS Φ = {φi(x) = Tix+ ai}`i=1

on Rd. Suppose that E is not contained in a hyperplane in Rd. Moreover assume that

the multiplicative semigroup generated by {T1, . . . , T`} contains an element which has

a simple dominant eigenvalue. Then for any ε > 0, there exist a non-empty compact

set F ⊂ E, and W ∈ G1 such that the following property holds: for each V ∈ S(F ),

there exists W ′ ∈ G1 so that W ′ ⊂ V and ρ1(W ′,W ) ≤ ε.

Below we first prove Proposition 6.3. Set Σ∗ =
⋃∞
n=0{1, . . . , `}n. For I ∈ Σ∗, let

|I| denote the length of I. We begin with an elementary fact.

Lemma 6.5. Let (T1, . . . , T`) be an irreducible tuple of d × d real matrices. Let W

be a non-zero linear subspace of Rd. Then

span

 ⋃
I∈Σ∗: |I|≤d−1

TI(W )

 = Rd.

Proof. For 0 ≤ k ≤ d− 1, write

Wk := span

 ⋃
I∈Σ∗: |I|≤k

TI(W )

 .

Clearly, W = W0 ⊂ W1 ⊂ · · · ⊂ Wd−1, and Wk+1 ⊃
⋃`
i=1 Ti(Wk) for each 0 ≤ k ≤

d− 2. Suppose on the contrary that Wd−1 6= Rd. Since

1 ≤ dim(W0) ≤ dim(W1) ≤ · · · ≤ dim(Wd−1) ≤ d− 1,
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there exists 0 ≤ k ≤ d − 2 such that dim(Wk+1) = dim(Wk) and so Wk+1 = Wk. It

follows that Wk = Wk+1 ⊃
⋃`
i=1 Ti(Wk), so (T1, . . . , T`) is not irreducible, leading to

a contradiction. �

Corollary 6.6. Let (T1, . . . , T`) be an irreducible tuple of d× d real matrices. Then

there exists ε0 > 0 such that for any m ∈ {1, . . . , d− 1} and W ∈ Gm,

(6.20) span

 ⋃
I∈Σ∗: |I|≤d−1

TI(WI)

 = Rd,

provided that WI ∈ Gm and ρm(WI ,W ) ≤ ε0 for each I ∈ Σ∗ with |I| ≤ d− 1.

Proof. Suppose the above conclusion is not true. Then there exists m ∈ {1, . . . , d−1}
so that there are a sequence (εn) of positive numbers with εn ↓ 0, a sequence (Wn) ⊂
Gm and (Wn,I)n≥1,|I|≤d−1 ⊂ Gm with ρm(Wn,I ,W ) ≤ εn, such that

span

 ⋃
I∈Σ∗: |I|≤d−1

TI(Wn,I)

 6= Rd for all n ≥ 1.

Therefore there exist a sequence (vn) of unit vectors in Rn such that

(6.21) vn ⊥ TI(Wn,I) for any I ∈ Σ∗ with |I| ≤ d− 1.

Taking a subsequence if necessary we may assume that vn → v for some unit vector

v and Wn → W for some W ∈ Gm. Then (6.21) implies that v ⊥ TI(W ) for each I

with |I| ≤ d− 1. It follows that

span

 ⋃
I∈Σ∗: |I|≤d−1

TI(W )

 ⊂ v⊥ 6= Rd,

leading to a contradiction with Lemma 6.5. �

Lemma 6.7. (i) Let T be a d×d invertible real matrix. Then for any non-empty

compact F ⊂ Rd, S(TF + a) = TS(F ) for any a ∈ Rd.

(ii) Let F1, . . . , Fk be non-empty compact subsets of Rd. Then for each V ∈
S(
⊕k

i=1 Fi), there exist Vi ∈ S(Fi), i = 1, . . . , k, such that

V ⊃ V1 + · · ·+ Vk = span

(
k⋃
i=1

Vi

)
.

Proof. Part (i) simply follows from a routine check, and part (ii) follows from the

property that for any H ∈Mc(
⊕k

i=1 Fi), there exist Hi ∈Mc(Fi), 1 ≤ i ≤ k, so that
26



H ⊃ 1
k
(H1 + · · · + Hk). To see this property, let H ∈ Mc(

⊕k
i=1 Fi). By definition

there exist (xn,i)
∞
n=1 ⊂ Fi, i = 1, . . . , k, and rn ↓ 0 such that

(6.22)
1

rn

((
B(xn,1 + · · ·+ xn,k, rn) ∩

(
k⊕
i=1

Fi

))
− (xn,1 + · · ·+ xn,k)

)
→ H

in the Hausdorff metric as n→∞. However, the left-hand side of (6.22) contains the

following subset

(6.23)
1

k

(
k⊕
i=1

[
1

rn/k
((B(xn,i, rn/k) ∩ Fi)− xn,i)

])
.

Taking a subsequence if necessary we may assume that 1
rn/k

((B(xn,i, rn/k) ∩ Fi)− xn,i)
converges to Hi for each 1 ≤ i ≤ k. Then H ⊃ 1

k
(H1 + · · ·+Hk) and we are done. �

Proof of Proposition 6.3. Let ε0 be the constant given in Corollary 6.6. By our

assumption, there exist a non-empty compact subset F ⊂ E, an integer m and

W ∈ Gm such that the following property holds: for each V ∈ S(F ), there exists

W ′ = W ′(V ) ∈ Gm so that ρm(W ′,W ) ≤ ε0 and W ′ ⊂ V .

Now we prove that
⊕

I∈Σ∗: |I|≤d−1 φI(F ) has positive thickness. By Lemma 3.7, it

is equivalent to show that

(6.24) S

 ⊕
I∈Σ∗: |I|≤d−1

φI(F )

 = {Rd}.

To see this, let V ∈ S
(⊕

I∈Σ∗: |I|≤d−1 φI(F )
)

. Then by Lemma 6.7, there exists

(VI)I∈Σ∗: |I|≤d−1 ⊂ S(F )

such that

V ⊃
⊕

I∈Σ∗: |I|≤d−1

TIVI = span

 ⋃
I∈Σ∗: |I|≤d−1

TIVI

 .

Recall that for each I, there exists WI ∈ Gm such that ρm(WI ,W ) ≤ ε0 and VI ⊃ WI .

So

V ⊃ span

 ⋃
I∈Σ∗: |I|≤d−1

TIWI

 = Rd,

27



where the last equality follows from Corollary 6.6. This proves (6.24), which implies

that
⊕

I∈Σ∗: |I|≤d−1 φI(F ) has positive thickness. Since

⊕#{I∈Σ∗: |I|≤d−1}E ⊃
⊕

I∈Σ∗: |I|≤d−1

φI(E) ⊃
⊕

I∈Σ∗: |I|≤d−1

φI(F ),

it follows that E is arithmetically thick. �

In the remaining part of this subsection, we prove Proposition 6.4. We first give

the following.

Lemma 6.8. Let E be the self-affine set generated by an affine IFS Φ = {φi(x) =

Tix+ ai}`i=1 on Rd. Suppose that E is not contained in a hyperplane of Rd. Then for

any V ∈ S(E), there exists

h ∈
{

TI
‖TI‖

: I ∈ Σ∗

}
,

such that V ⊃ h(Rd).

Proof. Let Γ be a centred microset of E. Then there exist a sequence (εn) of positive

numbers with εn ↓ 0, a sequence (xn) of points in E such that

1

rn
(E ∩B(xn, rn)− xn)→ Γ

in the Hausdorff metric. For each n, pick ωn ∈ {1, . . . , `}N so that xn = π(ωn), where

π stands for the coding map for the IFS Φ (cf. (2.1)), and pick kn ∈ N such that

(6.25) ‖Tωn|kn‖diam(E) < rn ≤ ‖Tωn|(kn−1)‖diam(E).

Since ‖Tωn|(kn−1)‖ ≤ ‖Tωn|kn‖ ·max1≤i≤` ‖T−1
i ‖, the above inequality implies that

‖Tωn|kn‖
rn

∈ [γ1, γ2),

where

γ1 :=

(
diam(E) max

1≤i≤`
‖T−1

i ‖
)−1

, γ2 := (diam(E))−1.

By (6.25), we have E ∩B(xn, rn) ⊃ φωn|kn(E), so

(E ∩B(xn, rn))− xn ⊃ φωn|kn(E)− φω|kn(πσknωn) = Tωn|kn(E − πσknωn),

where σ is the left-shift map on {1, . . . , `}N. It follows that

1

rn
(E ∩B(xn, rn)− xn) ⊃

‖Tωn|kn‖
rn

·
Tωn|kn
‖Tωn|kn‖

(E − πσknωn).
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Taking a subsequence if necessary, we may assume that

‖Tωn|kn‖
rn

→ c ∈ [γ1, γ2],
Tωn|kn
‖Tωn|kn‖

→ h, πσknωn → z.

Then we have Γ ⊃ ch(E−z). It follows that span(Γ) ⊃ h(span(E−z)) = h(Rd), where

in the last equality we use the assumption that E is not contained in a hyperplane. �

Proof of Proposition 6.4. First choose a large R > 0 such that φi(BR) ⊂ BR for all

1 ≤ i ≤ `, where BR := B(0, R). Since E is not in a hyperplane, we can pick

points z1, . . . , zd+1 so that conv({z1, . . . , zd+1}) has non-empty interior. Hence there

exists δ > 0 such that conv({z′1, . . . , z′d+1}) has non-empty interior for any tuple

(z′1, . . . , z
′
d+1) of points with |z′i − zi| < δ for all i. Pick I1, . . . , Id+1 ∈ Σ∗ such that

φIi(BR) ⊂ B(zi, δ) for 1 ≤ i ≤ d+ 1.

Pick W ∈ Σ∗ so that λ is a simple eigenvalue of TW and |λ| is greater than the

magnitude of any other eigenvalue of TW . Replacing W by W 2 if necessary, we may

assume that λ > 0. Choosing a suitable basis of Rd if necessary, we may assume that

TW is in its real Jordan canonical form so that TW (e1) = λe1, where e1 = (1, 0, . . . , 0).

Then

(6.26) λ−nT nW → diag(1, 0, . . . , 0) as n→∞.

Define

K := {(x1, . . . , xd) ∈ Rd : x1 ≥ 0, x2
1 + · · ·+ x2

d ≤ 2x2
1}.

Then K is a cone in Rd. By (6.26) there exists a large integer N so that TNW (K\{0}) ⊂
interior(K).

Since (T1, . . . , T`) is irreducible, for each 1 ≤ i ≤ d+ 1, there exists Ji ∈ Σ∗ so that

|Ji| ≤ d− 1 and

(6.27) ti := e1TIiJie
∗
1 6= 0,

where e∗1 denotes the transpose of e1. (To see the existence, simply notice that

span

 ⋃
J∈Σ∗: |J |≤d−1

TJe
∗
1

 = Rd

by Lemma 6.5.)

Fix the above J1, . . . , Jd+1. Pick a large k so that

(6.28) (TNkW TIiJiT
Nk
W )2(K\{0}) ⊂ interior(K).

(To see the existence of k, notice that the diagonal matrix M = diag(1, 0, . . . , 0)

satisfies the cone condition M(K\{0}) ⊂ interior(K), so there exists ε > 0 such that
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if M ′ is ε-close to M , then M ′ also satisfies the cone condition that M ′(K\{0}) ⊂
interior(K). Now for given i, by (6.26)-(6.27) it is easily checked that

TNkW TIiJiT
Nk
W

λ2Nk · ti
→M

as k →∞. As ti might be negative, so we take square of TNkW TIiJiT
Nk
W in (6.28).)

Now set

Ψ = {φ2
WNkIiJiWNk}d+1

i=1 ,

and let H be the attractor of Ψ. Clearly H ⊂ E ⊂ BR. By the aforementioned

analysis, the linear parts of the mappings in Ψ satisfy the cone condition (6.28), and

moreover, for any given yi ∈ H, i = 1, . . . , d+ 1, we have yi ∈ BR and therefore

φIiJiWNkWNkIiJiWNk(yi) ∈ B(zi, δ),

so the set {φIiJiWNkWNkIiJiWNk(yi)}d+1
i=1 is not contained in a hyperplane. It implies

that

{φ2
WNkIiJiWNk(yi)}d+1

i=1

is not contained in a hyperplane. Hence H is not contained in a hyperplane.

For convenience, rewrite Ψ as {ψi(x) = T ′ix + a′i}d+1
i=1 . By (6.28), T ′i (K\{0}) ⊂

interior(K) for any i. It follows that for each element

(6.29) h ∈ Λ :=

{
T ′I
‖T ′I‖

: I ∈
⋃
n≥0

{1, . . . , d+ 1}n
}
,

h(K) ⊂ K. Since interior(K) 6= ∅ and h 6= 0, we have h(K) 6= {0}. It implies that

h(Rd) ∩K ⊃ h(K) 6= {0}.
Let ε > 0. Since T ′1(K\{0}) ⊂ interior(K), by the generalised Perron-Frobenius

theorem (see e.g. [18, Theorem B.1.1]), T ′1 has a unit eigenvector v ∈ K, and more-

over, there exists n ∈ N such that every unit vector v′ ∈ (T ′1)nK is ε-close to v.

Fix the above n. Applying Lemma 6.8 to the IFS Ψ, we see that for any V ∈
S(ψn1 (H)) = (T ′1)nS(H),

V ⊃ (T ′1)nh(Rd) ⊃ (T ′1)n(h(Rd) ∩K)

for some h ∈ Λ, where Λ is defined as in (6.29). Since h(Rd) ∩K 6= ∅, V contains a

unit vector which is ε-close to v. Therefore the conclusion of the proposition holds

for F := ψn1 (H). �
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6.3. Proof of Theorem 1.6(iii). In this subsection, let E be the attractor of an

affine IFS {φi(x) = Tix + ai}`i=1 in R2 and assume that E is not contained in a

straight line. Theorem 1.6(iii) states that E is arithmetically thick. Below we prove

this statement.

First we give two elementary lemmas.

Lemma 6.9. Let T =

(
c e
0 d

)
, where d > c > 0 and e ∈ R. Let ε > 0 so that

ε|e| < d − c. Define a cone K ⊂ R2 by K = {(x, y) ∈ R2 : y ≥ ε|x|}. Then

T (K\{0}) ⊂ interior(K).

Proof. Let (x, y) ∈ K\{0}. Then T (x, y) = (cx+ ey, dy). Clearly,

ε|cx+ ey| ≤ cε|x|+ ε|e|y ≤ (c+ ε|e|)y < dy.

So T (x, y) ∈ interior(K). �

Lemma 6.10. Let Ti =

(
c ei
0 d

)
, i = 1, . . . , `, where c > d > 0 and ei ∈ R. Set

T =

(
c 0
0 d

)
. Then there exists a constant λ > 1 such that for any n ≥ 0 and

I ∈ {1, . . . , `}n,

B(0, λ−1) ⊂ T−nTIB(0, 1) ⊂ B(0, λ).

Proof. It is readily checked that for I = i1 . . . in,

T−nTI =

(
1
∑n

k=1 c
−1(d/c)n−keik

0 1

)
,

and so

(T−nTI)
−1 =

(
1 −

∑n
k=1 c

−1(d/c)n−keik
0 1

)
.

Since c > d > 0, |
∑n

k=1 c
−1(d/c)n−keik | is bounded above by a constant, say u. It

follows that ‖T−nTI‖ ≤ 1 + u and ‖(T−nTI)−1‖ ≤ 1/(1 + u). Now the conclusion of

the lemma follows by letting λ = 1 + u. �

Proof of Theorem 1.6(iii). We consider separately the two different cases: (1) (T1, . . . , T`)

is irreducible; (2) (T1, . . . , T`) is reducible.

First assume that the tuple (T1, . . . , T`) is irreducible. Set T ′i = |det(Ti)|−1/2Ti,

i = 1, . . . , `. Then det(T ′i ) = ±1 for all 1 ≤ i ≤ `. Let H denote the multiplicative

semigroup generated by {T ′1, . . . , T ′`}. It is clear that either ρ(A) = 1 for all A ∈ H,

where ρ(·) denotes the spectral radius, or there exists A ∈ H so that ρ(A) > 1.
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It is known (see [28, Theorem 2]) that the first scenario occurs if and only if there

exists an invertible matrix J such that J−1AJ is orthogonal for all A ∈ H. Hence

if the first scenario occurs, then J−1 ◦ φi ◦ J is a similarity map for each 1 ≤ i ≤ `,

so J−1(E) (which is the attractor of the IFS {J−1 ◦ φi ◦ J}`i=1) is a self-similar set;

by Corollary 1.3, J−1(E) is arithmetically thick, and so is E. Now suppose that

the second scenario occurs, i.e. there exists A ∈ H so that ρ(A) > 1. But since

det(A) = ±1, ρ(A) > 1 means that A has a simple dominant eigenvalue. Hence in

such case, the semigroup generated by {T1, . . . , T`} also contains an element which

has a simple dominant eigenvalue; so by Theorem 1.6(ii), E is arithmetically thick.

In what follows, we assume that (T1, . . . , T`) is reducible. Then in a suitable basis

of R2, T1, . . . , T` are upper triangular matrices, say,

Ti =

(
ci ei
0 di

)
, i = 1, . . . , `.

Below we show that E is arithmetically thick.

Pick a large R > 0 so that φi(BR) ⊂ BR, where BR = B(0, R). Then E ⊂ BR.

Since E is not contained in a straight line, replacing Φ by a sub-IFS of Φn for some

large n, we may assume that

(A1) φi(BR), i = 1, . . . , `, are disjoint; and

(A2) there exist z ∈ R2 and r > 0 such that for any yi ∈ φi(BR), i = 1, . . . , `,

conv({y1, . . . , y`}) ⊃ B(z, r).

Furthermore, replacing φi by φ2
i if necessary, we may assume that

ci > 0, di > 0 for all i = 1, . . . , `.

Below we will consider 3 possible cases: (a) ci = di for all 1 ≤ i ≤ `; (b) there

exists i ∈ {1, . . . , `} so that ci > di; (c) there exists i ∈ {1, . . . , `} so that ci < di.

If Case (a) occurs, then it is readily checked that TiTj = TjTi for all i, j, so by

Theorem 1.6(i), E is arithmetically thick.

Next assume that Case (b) occurs, i.e. there exists i ∈ {1, . . . , `} so that ci > di.

Without loss of generality, assume that c1 > d1. For k ∈ N, let 1k denote the word in

{1, . . . , `}k consisting of k many 1’s. Then we can pick a large k so that

(6.30) c1 · · · c`ck1 > d1 · · · d`dk1.

Define W1 = 12 . . . `1k, W2 = 23 . . . `11k, . . ., W` = `12 . . . (`− 1)1k. Since T1, . . . , T`
are upper triangular matrices, it is easily seen that TW1 , . . . , TW`

are upper triangular

with a common diagonal part diag(c1 · · · c`ck1, d1 · · · d`dk1). Let F be the attractor of
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{φWi
}`i=1. Clearly F ⊂ E. The assumptions (A1)-(A2) imply that F ⊂ BR and

(6.31) conv({y1, . . . , y`}) ⊃ B(z, r)

for any yi ∈ φWi
(BR), i = 1, . . . , `. It follows that F is not contained in a straight

line, and z ∈ B(0, R). Again by (6.31) we have

conv{φWi
(z)}`i=1 ⊃ B(z, r),

and so

(6.32) conv{φWi
(z)− z}`i=1 ⊃ B(0, r).

It is easy to check that F − z is the attractor of the IFS

{TWi
x+ φWi

(z)− z}`i=1 .

Set T = diag(c1 · · · c`ck1, d1 · · · d`dk1). By (6.30) and Lemma 6.10, there exists a con-

stant λ > 1 so that

B(0, λ−1) ⊂ T−nTWi1
···Win

B(0, 1) ⊂ B(0, λ)

for any n ≥ 0 and i1, . . . , in ∈ {1, . . . , `}. Now applying Proposition 6.2 to the IFS

{TWi
x+ φWi

(z)− z}`i=1, we see that F − z is arithmetically thick, and so is E.

Finally assume that Case (c) occurs, i.e. there exists i ∈ {1, . . . , `} so that ci < di.

Without loss of generality, assume that c1 < d1. Pick a large k so that

(6.33) c1 · · · c`ck1 < d1 · · · d`dk1.

Define W1, . . . ,W` as in the previous argument for Case (b). Then TW1 , . . . , TW`
are

upper triangular with a common diagonal part diag(c1 · · · c`ck1, d1 · · · d`dk1). Let F be

the attractor of {φWi
}`i=1. Similarly, F ⊂ E and F is not contained in a straight line.

If all the matrices TWi
are the same, then by Theorem 1.6(i), F is arithmetically thick

and so is E. Below we assume that at least two of the matrices TWi
are different, say

TW1 6= TW2 .

By (6.33) and Lemma 6.9, there exists a small ε > 0 such that

(6.34) TWi
(K\{0}) ⊂ interior(K)

for all 1 ≤ i ≤ `, where K := {(x, y) ∈ R2 : y ≥ ε|x|}. It follows that for each element

(6.35) h ∈ Λ :=

{
TWi1

···Win

‖TWi1
···Win
‖

: n ≥ 1, i1 . . . in ∈ {1, . . . , `}n
}
,

we have h(K) ⊂ K. Since interior(K) 6= ∅ and h 6= 0, we have h(K) 6= {0}. It implies

that h(Rd) ∩K ⊃ h(K) 6= {0}. Hence by Lemma 6.8, for any V ∈ S(F ), V contains

a non-zero vector in K.
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By (6.34) and the generalised Perron-Frobenius theorem (see e.g. [18, Theorem

B.1.1]), for each 1 ≤ i ≤ `, the matrix TWi
has an eigenvector vi corresponding to the

eigenvalue d1 . . . d`d
k
1 so that ‖vi‖ = 1 and vi ∈ K, and moreover for any v ∈ K,

(6.36)
T nWi

v

‖T nWi
v‖
→ vi as n→∞.

Since TW1 6= TW2 , it is readily checked that v1 6= v2 (and moreover, v1 and v2 are

linearly independent). Pick a small enough δ > 0 so that if v′1 is δ-close to v1, and v′2
is δ-close to v2, then v′1 and v′2 is linearly independent. By (6.36), there exists a large n

such that any unit vector in T nWi
(K) is δ-close to vi, i = 1, 2. Fix such n. We claim that

φnW1
(F )+φnW2

(F ) has positive thickness. To prove this, by Lemma 3.7 it is equivalent

to show that S(φnW1
(F ) + φnW2

(F )) = {R2}. To see it, let V ∈ S(φnW1
(F ) + φnW2

(F )).

Then by Lemma 6.7, V ⊃ T nW1
V1 + T nW2

V2 for some V1, V2 ∈ S(F ). Since both V1 and

V2 contain non-zero vectors in K, we see that T nW1
V1 contains a unit vector which

is δ-close to v1, and T nW2
V2 contains a unit vector which is δ-close to v2. Hence V

contains two linearly independent vectors and so V = R2, which proves the claim.

Since

φnW1
(F ) + φnW2

(F ) ⊂ F + F ⊂ E + E,

it follows from Theorem 1.2 that E is arithmetically thick. This completes the proof

of Theorem 1.6(iii). �

7. A result on the arithmetic sums of rotation-free self-similar sets

In this section, we prove the following result on the arithmetic sums of rotation-free

self-similar sets in Rd, which partially generalises [24, Theorem 7].

Theorem 7.1. Let {φi(x) = ρix + ai}`i=1 be an IFS in Rd with attractor E, where

0 < ρi < 1 and ai ∈ Rd for 1 ≤ i ≤ `. Let F be the set of the fixed points of φi’s.

Then for every n ≥ 1 + `/(mini ρi), ⊕nE = n conv(F ).

In [24] Nikodem and Páles proved a general result on the arithmetic sums of fractal

sets in Banach spaces which, applied to Euclidean spaces, yields that if E is the

attractor of a homogeneous IFS {ρx+ai}`i=1 in Rd, then there exists n so that ⊕nE =

n conv(F ).

Proof of Theorem 7.1. First we show that φi(conv(F )) ⊂ conv(F ) for any 1 ≤ i ≤ `.

To see this, let i ∈ {1, . . . , `}. Let bj be the fixed point of φj, then bj = aj/(1 − ρj)
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for 1 ≤ j ≤ `. For any probability vector (p1, . . . , p`),

φi(p1b1 + · · ·+ p`b`) = ρi(p1b1 + · · ·+ p`b`) + (1− ρi)bi
= (1− ρi + ρipi)bi +

∑
1≤j≤`, j 6=i

ρipjbj

∈ conv(F ).

Hence φi(conv(F )) ⊂ conv(F ), as was to be shown. Since conv(F ) is compact, it

follows that E ⊂ conv(F ).

Let Σ∗ denote the collection of finite words over the alphabet {1, . . . , `}, including

the empty word ε. Set φε = id, the identity map of Rd. For I ∈ Σ∗ let |I| denote the

length of I.

Write ρmin = mini ρi and fix an integer n ≥ 1 + `/ρmin. To prove the theorem, we

first construct recursively a sequence {(Ωk,1, . . . ,Ωk,n)}k≥1 of n-tuples of subsets of

Σ∗. We start by setting Ω1,1 = · · · = Ω1,n = {ε}. Suppose we have defined well the

tuple (Ωk,1, . . . ,Ωk,n) for some k. Choose one word Ik from
⋃n
i=1 Ωk,i so that

ρIk = max

{
ρJ : J ∈

n⋃
i=1

Ωk,i

}
.

Then choose one index jk ∈ {1, . . . , n} so that Ik ∈ Ωk,jk , and define (Ωk+1,1, . . . ,Ωk+1,n)

by

(7.1) Ωk+1,jk = (Ωk,jk\{Ik}) ∪ {Iki : i = 1, . . . , `}

and

(7.2) Ωk+1,i = Ωk,i for all i 6= jk.

Continuing the above process, we define well the whole sequence {(Ωk,1, . . . ,Ωk,n)}k≥1.

By the above construction, it is readily checked that

min

{
ρJ : J ∈

n⋃
i=1

Ωk,i

}
≥ ρmin ·max

{
ρJ : J ∈

n⋃
i=1

Ωk,i

}
for each k ∈ N

and

(7.3) inf

{
|J | : J ∈

n⋃
i=1

Ωk,i

}
→∞ as k →∞.

Next we claim that for any k ∈ N,

(7.4)
n⊕
i=1

⋃
I∈Ωk+1,i

φI(conv(F )) =
n⊕
i=1

⋃
I∈Ωk,i

φI(conv(F )).
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By (7.1)-(7.2), to prove (7.4) it suffices to show that

(7.5) Hk +

(⋃̀
i=1

φIki(conv(F ))

)
= Hk + φIk(conv(F )),

where Hk :=
⊕

1≤i≤n, i 6=jk

⋃
J∈Ωk,i

φJ(conv(F )). Since
⋃`
i=1 φi(conv(F )) ⊂ conv(F ),

the direction “⊂” in (7.5) is obvious. We only need to prove the other direction.

Notice that
⋃`
i=1 φi(conv(F )) ⊃

⋃`
i=1 φi(F ) ⊃ F (since F consists of the fixed

points of φi’s). Hence to prove the direction “⊃” in (7.5), it is enough to show that

Hk + φIk(F ) ⊃ Hk + φIk(conv(F )), or equivalently, to show that

(7.6) Hk + ρIkF ⊃ Hk + ρIkconv(F ).

According to the definition of Hk, we can write Hk as a union of finitely many

homothetic copies of conv(F ), say ruconv(F ) + bu (u = 1, 2, . . .), with ru ≥ (n −
1)ρIkρmin ≥ `ρIk and bu ∈ Rd. By Lemma 3.1 (in which we take A = F and ε = ρIk/ru)

we have

conv(F ) + (ρIk/ru) · F = conv(F ) + (ρIk/ru) · conv(F ),

and thus

(ruconv(F ) + bu) + ρIkF = (ruconv(F ) + bu) + ρIkconv(F )

for each u. Taking union over u yields Hk + ρIkF = Hk + ρIkconv(F ). Hence (7.6)

holds, and thus (7.4) holds.

Applying (7.4) repeatedly, we see that for each k,

(7.7)
n⊕
i=1

⋃
I∈Ωk,i

φI(conv(F )) =
n⊕
i=1

⋃
I∈Ωk−1,i

φI(conv(F )) = · · · = ⊕nconv(F ).

Now for given k ∈ N, by (7.3) there exists a large integer k′ so that

inf

{
|J | : J ∈

n⋃
i=1

Ωk′,i

}
≥ k.

Since φi(conv(F )) ⊂ conv(F ) for each i, the above inequality implies that⋃
I∈Ωk′,i

φI(conv(F )) ⊂
⋃
I∈Σk

φI(conv(F )), i = 1, . . . , n.

Hence by (7.7),

⊕n
⋃
I∈Σk

φI(conv(F )) ⊃
n⊕
i=1

⋃
I∈Ωk′,i

φI(conv(F )) = ⊕nconv(F ).
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Figure 2. φi(T ) (i = 1, 2, 3) in Example 7.3.

Letting k →∞, we obtain ⊕nE ⊃ ⊕nconv(F ). Since E ⊂ conv(F ), we get

⊕nE = ⊕nconv(F ) = nconv(F )

and we are done. �

Remark 7.2. The reader may check that under the assumption of Theorem 7.1, one

has conv(F ) = conv(E), therefore ⊕nE = nconv(F ) = nconv(E) for large enough n.

Below we give an example to show this property may fail in the rotation case.

Example 7.3. Let φ1, φ2 be the homotheties in R2 with ratio 1
4

and fixed points

(1, 0), (0, 1) respectively. Let φ3(x) = 1
4
R−π

2
(x − (1, 0)), where R−π

2
denotes the

rotation matrix in R2 with angle −π
2
. Let E be the attractor of {φi}3

i=1. Let T be

the triangle with vertices (0, 0), (1, 0) and (0, 1). Below we show that conv(E) = T

but ⊕nE 6= nT for all n ∈ N.

Proof. Since (1, 0) and (0, 1) are the fixed points of φ1 and φ2 respectively, we have

(1, 0), (0, 1) ∈ E, and so (0, 0) = φ3((1, 0)) ∈ E. Hence

T = conv({(0, 0), (1, 0), (0, 1)}) ⊂ conv(E).

On the other hand, it is direct to check that φi(T ) ⊂ T for i = 1, 2, 3, see Figure 2.

This implies E ⊂ T and hence conv(E) ⊂ T .

To see that ⊕nE 6= nT , it is enough to show that (1
2
, 0) 6∈ ⊕nE for every n ∈ N,

since (1
2
, 0) ∈ nT for all n. To prove this, from Figure 2 we observe that E lies in

the upper half plane, and the intersection of E with the x-axis is contained in the set

({0} ∪ [3/4, 1]) (in the first coordinate). It follows that each point in the intersection
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of ⊕nE with the x-axis has the first coordinate 0 or ≥ 3
4
. Hence (1

2
, 0) 6∈ ⊕nE for all

n ∈ N, as desired. �

8. Final remarks and questions

In this section we give several remarks and questions.

First we remark that the notion of thickness has certain robustness. Indeed, from

Definition 1.1 it is easy to see that if E ⊂ Rd has positive thickness, then so does the

image of E under any bi-Lipschitz map on Rd. According to this fact and Lemmas

3.5 and 5.1, the image of an irreducible self-similar (resp. self-conformal) set in Rd

(d ≥ 2) under any bi-Lipschitz map still has positive thickness and so is arithmetically

thick by Theorem 1.2. Here an irreducible self-similar set means a self-similar set not

lying in a hyperplane, whilst an irreducible self-conformal set means a self-conformal

set in Rd that is not contained in any hyperplane or any (d− 1)-dimensional sphere

in the case when d ≥ 3, and is not contained in an analytic curve in the case when

d = 2.

Secondly we can give a very partial result on the arithmetic sums of Ahlfors regular

sets. Recall that a compact set E ⊂ Rd is said to be Ahlfors s-regular if there exist a

finite Borel measure µ supported on E and a constant C ≥ 1 such that

rs ≤ µ(B(x, r)) ≤ Crs for all x ∈ E and 0 < r ≤ diam(E).

It is not difficult to verify that every centred microset of an Ahlfors s-regular is again

Ahlfors s-regular (see e.g. [9, Lemma 9.7]). Notice that an Ahlfors s-regular set has

Hausdorff dimension s. According to Proposition 3.7, for every Ahlfors s-regular set

E ⊂ Rd with s > d− 1, τ(E) > 0 and so by Theorem 1.2, E is arithmetically thick.

Finally we pose a few questions.

Open Question 1. Is every self-affine set in Rd (d ≥ 3) arithmetically thick if it is

not contained in a hyperplane in Rd?

Open Question 2. We do not have a good way to generalise our results to the

arithmetic sums of the attractors of nonlinear non-conformal IFSs. The challenge

here is to analyse the local geometry and scaling properties of these fractal sets.
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